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- **Transfer learning**: Re-use and adapt already pre-trained supervised machine learning models on a target task.
- How we can re-use and neural LMs on target tasks (e.g. text classification, machine translation, question answering, etc.)
A machine learning approach where models trained on a source task (or domain) are adapted to a related target task\(^1\) (or domain)

Definition of Transfer Learning (more formally)

Domain: \( D = \{ \mathcal{X}, P(X) \} \)

Task: \( T \) where \( y \in \mathcal{Y} \)

Cond. Prob. Distrib.: \( P(Y|X) \)

Given a source domain \( D_S \) and a corresponding task \( T_S \), a target domain \( D_T \) and task \( T_T \), learn a new model that computes the target conditional probability distribution \( P(Y_T|X_T) \) in \( D_T \) given information from \( D_S \) and \( T_S \)
Transfer Learning Variants

- \( \mathcal{X}_S \neq \mathcal{X}_T \): Different feature spaces in source and target domains, e.g. documents written in different languages (cross-lingual adaptation)
Transfer Learning Variants

- $\mathcal{X}_S \neq \mathcal{X}_T$: Different feature spaces in source and target domains, e.g. documents written in different languages (cross-lingual adaptation)
- $P(\mathcal{X}_S) \neq P(\mathcal{X}_T)$: Different marginal probability distributions in source and target domains, e.g. restaurant reviews vs electronic product reviews (domain adaptation)
Transfer Learning Variants

- $\mathcal{X}_S \neq \mathcal{X}_T$: Different feature spaces in source and target domains, e.g. documents written in different languages (cross-lingual adaptation)
- $P(X_S) \neq P(X_T)$: Different marginal probability distributions in source and target domains, e.g. restaurant reviews vs electronic product reviews (domain adaptation)
- $\mathcal{Y}_S \neq \mathcal{Y}_T$: Different tasks (label sets), e.g. LM as source task and sentiment analysis as target task
Transfer Learning Variants

- $\mathcal{X}_S \neq \mathcal{X}_T$: Different feature spaces in source and target domains, e.g. documents written in different languages (cross-lingual adaptation)
- $P(\mathcal{X}_S) \neq P(\mathcal{X}_T)$: Different marginal probability distributions in source and target domains, e.g. restaurant reviews vs electronic product reviews (domain adaptation)
- $\mathcal{Y}_S \neq \mathcal{Y}_T$: Different tasks (label sets), e.g. LM as source task and sentiment analysis as target task
- $P(\mathcal{Y}_S|\mathcal{X}_S) \neq P(\mathcal{Y}_T|\mathcal{X}_T)$: Different conditional probability distributions between source and target tasks, e.g. source and target documents are unbalanced regarding to their classes
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Sequential Transfer Learning
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- Models?
- Feedforward networks, e.g. word2vec

---


5 Vaswani, Ashish, et al. (2017) "Attention is all you need." Advances in neural information processing systems.

Pretraining: Models

- Feedforward networks, e.g. word2vec\(^3\)
- LSTM, e.g. Universal Language Model Fine-tuning (ULMFiT\(^4\))

---

\(^3\)Mikolov, T., Sutskever, I., Chen, K., Corrado, G. S., & Dean, J. (2013). Distributed representations of words and phrases and their compositionality. In Advances in neural information processing systems (pp. 3111-3119).


\(^5\)Vaswani, Ashish, et al. (2017) "Attention is all you need." Advances in neural information processing systems.

Pretraining: Models

- Feedforward networks, e.g. word2vec\(^3\)
- LSTM, e.g. Universal Language Model Fine-tuning (ULMFiT\(^4\))
- Transformer\(^5\) Network, e.g. Bidirectional Encoder Representations from Transformers (BERT\(^6\))
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- BERT variants: XLNet, RoBERTa, ALBERT
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- Initialise your encoder on the target task using the weights you learned in LM
- Change the output layer of your network to match the target task
- Freeze the weights of the pretrained word embeddings/encoder
- Learn the weights of the output layer on the target task data
- Unfreeze the weights of the pretrained components and fine-tune them (additional training steps with very small learning rate)
- In ULMFiT, the LM encoder (LSTM) is fine-tuned on the test data before adaptation
Does it work?

Performance on Natural Language Inference on MultiNLI

https://paperswithcode.com/sota/natural-language-inference-on-multinli
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